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Abstract
Both qualitative concepts and quantitative methods from evolutionary biology have been applied to linguistics. Many linguists have noted the similarity between biological evolution and language change, but usually have employed only selective analogies or metaphors. The development of generalized theories of evolutionary change (Dawkins and Hull) has spawned models of language change on the basis of such generalized theories. These models have led to the positing of new mechanisms of language change and new types of selection that may not have biological parallels. Quantitative methods have been applied to questions of language phylogeny in the past decade. Research has focused on widely accepted families with cognates already established by the comparative method (Indo-European, Bantu, Austronesian). Increasingly sophisticated phylogeny reconstruction models have been applied to these families to resolve questions of subgrouping, contact, and migration. Little progress has been made so far in analyzing sound correspondences in the cognates themselves.
INTRODUCTION

Evolutionary models have come to be employed in several areas of the study of language in the past two decades. The use of evolutionary models is naturally found in historical linguistics and also in the study of the origins of language. In the latter case, however, the employment of evolutionary models is handicapped by the absence of data regarding the transition from our primate ancestors to the emergence of modern human language, which is found in all societies. All that we can go by is the archaeological record and the comparison of the social-cognitive abilities and communication systems of humans and other animals, particularly nonhuman primates. Because the study of the origin of human language does not depend on linguistic data, it is not discussed in this article. Even so, the area under review is vast and growing, and therefore this review is restricted to research in which qualitative concepts and quantitative methods from evolutionary biology have been applied to the analysis of language, in particular language change and language phylogeny.

EVOLUTIONARY THEORY AND THEORIES OF LANGUAGE CHANGE

In historical linguistics, the parallels between biological and linguistic evolution have been observed since Darwin himself first took notice (for a historical survey, see Atkinson & Gray 2005). However, the differences in the domains of biology and language appear to have outweighed the similarities, and Darwinian evolutionary theory has developed over time. In the meantime, the advent of structuralism and generative grammar has led to the dominance of an ahistorical approach to the study of language (Croft 2002). As a consequence, linguistics has rarely used models from evolutionary biology. Nevertheless, the similarities between the two have led historical linguists to employ evolutionary analogies or metaphors. Analogies/metaphors indicate similarities between the two domains (biological evolution and language change) but do not imply an overarching generalized theory.

An isolated analogy from evolutionary biology that has proven to be useful in explaining language change is Lass’s application of exaptation to historical linguistic phenomena (Lass 1990). Exaptation in biology is the employment of a phylogenetic trait for a function different from the one for which it was originally adapted; Lass slightly changes the definition to apply to linguistic structures that have lost their function but have come to be employed for another function.

A recent example of the employment of a biological metaphor is Blevins’s theory of evolutionary phonology (Blevins 2004). Evolutionary phonology proposes to account for synchronic phonological patterns as the result of phonetically motivated changes in the transmission of sound systems from adult to child over time. It uses the notions of inheritance (via the child learning the adults’ language), variation generated by “errors” in replication (mechanisms by which the listener alters what he hears from the speaker), and natural selection (certain sound changes are more/less likely in particular phonetic contexts). However, because of disanalogies between biological evolution and language change, Blevins explicitly rejects an evolutionary approach to sound change that is more than metaphorical.

Although analogies or metaphors between biological evolution and language change can be fruitful, one does not know which parallels between the two domains are legitimate to draw and which are not, or even more important, which parallel structures must be present for the analogy/metaphor to make sense. In particular, it is common to assume that the mechanisms that cause variation and selection in biological evolution must be the same in other domains such as language change, yet the mechanisms are domain specific. What is required is a generalized theory of evolutionary change that subsumes biological evolution, language change, and other phenomena of evolutionary change such as cultural evolution. Researchers have derived models of cultural evolution from...

The most crucial feature of a generalized theory of evolutionary change is that evolutionary change is change by replication, a process by which some entity is copied in such a way that most or all of the structure of the replicate is the same as that of the original. The replication process is cumulative and iterative, leading to lineages. Second, evolutionary change is a two-step process: the generation of variation in the replication process, and the selection of variants via some mechanism. Dawkins’ and Hull’s models have these properties, as do the models of cultural evolution mentioned above.

In the context of language change, Lass notes that these properties are necessary to understand languages as historical entities (Lass 1997, pp. 109–11), although he does not develop a detailed theory of language change on this basis (see also Nettle 1999, Wedel 2006). Evolutionary theory also rejects any notion of progress.

Dawkins’ and Hull’s models are related but differ in important respects. Dawkins generalizes the concept of a gene as a replicator. The replicator possesses a structure that can be copied. Variation occurs through the copying process. Dawkins also generalizes the concept of an organism as a vehicle. For Dawkins, a vehicle has been constructed by the replicator to aid in its replication. Selection is differential replication, but for Dawkins it is focused on the replicator (the selfish gene concept), whereas in more standard neo-Darwinian models, selection is a function of the organism/vehicle.

Dawkins proposed that there are units of culture with heritable structure that replicate; he called them memes and proposed a science of memetics to study them. Memes have been interpreted as cognitive entities in the minds of humans, instances of human behavior, or artifacts. Most memeticists, including Dawkins himself, assume memes to be cognitive entities. Hence concepts are replicators and minds or brains of individuals are vehicles. Memeticists generally use a parasite-host model for the relationship between memes/concepts and the mind or brain of the possessor: Memes are parasites that use the brain (the host) as their vehicle for replication.

The most extended analysis of language change in Dawkinsian memetic terms is by Ritt (2004). Ritt, a historical phonologist, focuses on phonological change. Following Dawkins, linguistic memes are concepts in the mind; specifically, they are some type of replicable brain structure. Ritt argues that phonemes, morphemes, phonotactic patterns, metrical feet, and phonological rules, or more precisely their conceptual representations, are memes. However, linguistic signs (form-meaning pairings) are not replicators because, in Ritt’s view, they do not preserve enough structure in replication. Instead, signs are the result of an alliance of replicators.

In the Dawkinsian model, the linguistic behavior that a speaker produces on the basis of her conceptual memes exists for the purpose of replicating the memes, not for communication (Ritt 2004, p. 231); this is the selfish gene/meme theory. The replicators are replicated across speakers by an imitation process (see Blackmore 1999); variation is generated in imperfect imitation. Ritt proposes several selectional pressures for differential replication (i.e., selection), all operating in the mind/brain. He focuses his attention on meme coadaptation as a selectional pressure, using it to account for the interaction between foot structure and vowel changes in the history of English.

Hull adopts Dawkins’ concept of replicator but generalizes the role of the organism to an interactor and defines an interactor as any entity that interacts with the environment so as to cause differential replication (that is, selection) of the relevant replicators. Thus, the interactor’s interaction with the environment is the locus of selection; it is not a mere vehicle for the replication of the replicator, and Hull does not advocate the selfish gene/meme interpretation that negates the role of the interactor in
Lingueme: a linguistic replicator, that is, a token of linguistic structure produced in an utterance.

Hull argues that interactors may exist at different levels in the biological hierarchy (gene, cell, organism, even a species), although the organism’s interaction with its environment in natural selection is the canonical case. Hull’s general analysis of selection is thus centered on the processes by which the interactor’s interaction with its environment causes the differential replication of replicators.

Hull (1988, 2001) presents a theory of conceptual change in science in which scientific concepts are replicators and the scientists are interactors. Hull’s general analysis of selection does not assume any specific causal relationship from replicator to interactor, so there is no need to invoke a parasite-host model for the concept-scientist relation. However, scientists must be able to cause the differential replication of their ideas/concepts, which they do through publishing, lecturing, and teaching.

The most detailed application of Hull’s general analysis of selection to language change is in Croft (2000, 2002, 2006). Croft argues for a model in which the linguistic replicators are behaviors, that is, tokens of linguistic structures in utterances produced by speakers. Croft coins the term lingueme to describe the linguistic replicator. The speakers themselves are interactors. The speaker replicates the replicators in speaking, generating variation in the production and comprehension of utterances. In Croft’s model, linguistic structures evolve via language use, not via language acquisition.

Croft’s model, like Hull’s, does not specify the mechanisms by which variation is generated. Croft, like all evolutionary biologists and most historical linguists, rejects teleological mechanisms. Croft allows for widely proposed intentional mechanisms, such as expressiveness and avoidance of misunderstanding. Croft also proposes nonintentional mechanisms inspired by theories of sound change, in which speakers or listeners attempt to conform to convention but fail to do so. Speakers are highly variable in the phonetic realization of phonemes (sound linguemes), as noted in much recent phonetic research (e.g., Bybee 2001, Pierrehumbert 2001) and in the verbalization of meaning in grammatical structures (Croft 2008). Listeners are faced with the problem of analyzing the phonemes in an utterance from a complex acoustical signal, and they may reanalyze the mapping between the phonetic signal and the phonological structure, in processes Ohala (2003) calls hypocorrection and hypercorrection. Listeners are also faced with the problem of analyzing the semantic contribution of words, morphemes, and constructions from a complex communicative situation, and they may reanalyze the mapping between form and meaning in those units via different types of form-function reanalysis (Croft 2000, chapters 4–5).

The speaker as interactor is also the locus of selection: The speaker selects a variant to produce. In this respect, Croft’s evolutionary model agrees with theories of the propagation of change (selection of variants) developed in sociohistorical linguistics. In the latter theories, investigators propose that various social factors associated with particular sociolinguistic variants in speech communities lead to the propagation (or extinction) of variants, although other factors including the social network structure and the frequency of exposure to variants also play a role. Croft argues that functional pressures operate only in the generation of variation, not in selection; others take the view that functional pressures operate in selection (e.g., Nettle 1999, pp. 30–35).

Some of these models have led to mathematical formalizations and simulations. Nettle (1999) simulates a model in which language change occurs via child language acquisition and argues that the rate of fixation is proportional to the number of speakers in the speech community. Wedel (2006) presents a usage/exemplar-based evolutionary model of sound change, including simulations of inheritance and selection. The work by Baxter et al. (2006) is a formalization of Croft’s theory in a statistical physics framework (see also Blythe & McKane 2007).
The model developed in Baxter et al. (2006) shows that some types of selection mechanisms in language change (and other types of cultural evolution) may not exist as such in biological evolution. The classic selection mechanism is a type of replicator selection, that is, differential weighting of replicator variants (their fitness); in language change this is found in the differential social valuation of variants (compare Nettle 1999, pp. 29–30). In neutral evolution (genetic drift, not the same as linguistic drift), random fluctuations lead to change (Nettle 1999, pp. 16–17); these correspond to frequency effects in language change. In addition to these two mechanisms, there is neutral interactor selection, by which differences in the frequency of interaction with other interactors lead to differential replication. Neutral interactor selection corresponds to social network structure effects in language change (Milroy 1987); sexual selection may be an instance of neutral interactor selection in biological evolution. Finally, the model includes weighted interactor selection, in which differential weighting of the interactors with whom one interacts, independent of frequency of interaction, leads to differential replication. Weighted interactor selection is exemplified in the differential social valuation of different speakers; there is no obvious equivalent in biological evolution. Baxter et al. (2008) use their model and simulations based on it to argue that the New Zealand English variety could not have emerged by neutral evolution and neutral interactor selection alone.

Mufwene (2001, 2005) developed an evolutionary model for language change that is similar to Croft’s. Mufwene focuses on two aspects of the evolutionary framework not discussed above. First, a language forms a population in the same way that a species does. Mufwene treats a language as a species, specifically a population of linguistic structures that exist in the minds of speakers in communities, because languages are variable, and their spread, extinction, and rates of change are dependent on speaker populations and not on the linguistic system per se. Mufwene follows the parasite-host model for the relationship between a language and its speakers, but his focus is different from the memeticists. The memeticists argue that the linguistic concept (the parasite) uses the speaker (its host) to replicate itself, whereas Mufwene argues that the survival, spread, or extinction of a language is dependent on the survival, spread, or extinction of its host speakers.

The second aspect of evolution that Mufwene exploits is ecology. Languages, and the speakers on which they are dependent, are embedded in an environment, in particular a social environment but also the internal environment of the society and the linguistic varieties found in it. Mufwene uses his framework to analyze the development of creoles and the relationship between creoles and “normal” linguistic transmission. Mufwene argues that creoles emerge from the linguistic varieties available in the earliest stages of colonization, which in the case of European language–based creoles involve nonstandard varieties of the European language(s) and also nonnative European speakers (e.g., Irish nonnative speakers of English, Breton nonnative speakers of French) as well as nonnative speakers of African origin (as in American slave plantations) or indigenous nonnative speakers (as in the Pacific). The emerging creole is a result of natural selection of linguistic structures determined by the ecology of the social and economic situations of the early colonies. Mufwene argues that the emergence of creoles is not different in kind from “normal” language change, but only in degree—the same ecological model fits the development of the Romance languages from Vulgar Latin, for instance.

The emergence of theories of language change based on a generalized theory of evolutionary change is quite recent. Less systematic adaptations of evolutionary concepts in theories of language change continue to be made as well. Evolutionary, usage-based theories of language change are the strongest competitors to the innate-grammar, child-based theories of language change put forward by followers of Chomsky such as Lightfoot (2006).
Comparative method: the traditional historical linguistic method by which sound correspondences are found among cognates and a protolanguage is reconstructed
Cognate set: corresponding words in a set of languages that are presumed to have a common ancestor
Sound correspondence: a systematic correspondence of sounds in the words in a cognate set

PHYLOGENY
RECONSTRUCTION
AND GENETIC LINGUISTICS

A major potential application of more practical methods from evolutionary biology to historical linguistics is in the area of genetic linguistics, in particular the establishment of language families and their subgroupings. This task parallels what evolutionary biologists call phylogeny reconstruction, the reconstruction of the presumed historical branching of ancestral populations into contemporary populations, of either species or smaller biological groups. Phylogeny reconstruction is accomplished by comparing phenotypic traits of organisms, particularly proteins, or sequences of nucleotides in mitochondrial or nuclear DNA. Breakthroughs in DNA sequencing and the development of mathematical algorithms and computing power to execute those algorithms have led to an explosion of research in phylogeny reconstruction, of which the most famous result is the African Eve hypothesis: that all humans are believed to be descended from an ancestral population in Africa some 100,000–150,000 years ago (Cann et al. 1987, Vigilant et al. 1991).

The connection between phylogeny and language history was made in a paper by Cavalli-Sforza et al. (1988), which attracted a tremendous amount of attention but whose linguistic assumptions were rejected by most linguists. Cavalli-Sforza et al. produce a phylogeny of human populations and compare it with a phylogeny of linguistic populations, that is, the major language families in the world. They note a high degree of congruence of the two phylogenies, suggesting that language spread and diversification have occurred primarily via migration and splitting of speech communities, at least in prehistory. Much of the controversy among linguists is due to the authors’ use of language families such as Amerind, Eurasiatic/Nostratic, Altaic, Na-Dene, Austric, and Indo-Pacific, which are not generally accepted among historical linguists.

One crucial difference between the biological and linguistic data in Cavalli-Sforza et al. is that the biological data have been analyzed quantitatively whereas the linguistic data have not. Since that time an increasing number of researchers have attempted to apply quantitative techniques to the problem of language families and have made other attempts to relate language diversification to prehistoric demography. The remainder of this review focuses on quantitative methods from evolutionary biology applied to comparative historical (genetic) linguistics; owing to topic and length considerations, quantitative methods from other fields are not discussed nor is research on the relationship between prehistoric demography and language families derived by traditional linguistic method.

The Comparative Method and Phylogeny Reconstruction

The comparative method is excellently summarized in the following passage from Ross & Durie (1996, p. 7):

The comparative method (in its strict sense) can be summarized as a set of instructions:

1. Determine on the strength of diagnostic evidence that a set of languages are genetically related, that is, that they constitute a “family.”
2. Collect putative cognate sets for the family (both morphological paradigms and lexical items).
3. Work out the sound correspondences from the cognate sets collected in [step] 2, putting “irregular” cognate sets on one side.
4. Reconstruct the protolanguage of the family as follows:
   a. Reconstruct the protophonology from the sound correspondences worked out in [step] 3, using conventional wisdom regarding the directions of sound changes.
   b. Reconstruct protomorphemes (both morphological paradigms and lexical items) from the cognate sets collected in [step] 2, using the protophonology reconstructed in [step] 4a.
5. Establish innovations (phonological, lexical, semantic, morphological,
morphosyntactic) shared by groups of languages within the family relative to the reconstructed protolanguage.

6. Tabulate the innovations established in [step 5] to arrive at an internal classification of the family, a “family tree.”

7. Construct an etymological dictionary, tracing borrowings, semantic change, and so forth, for the lexicon of the family (or of one language of the family).

Ross & Durie note that the steps in this process are iterated because they are clearly interrelated. For example, what counts as an innovation in sound change in a daughter language or languages depends on what is reconstructed as a protophoneme.

Major similarities exist between the comparative method and phylogeny reconstruction (Greenberg 1992 gives a detailed comparison; see also Lass 1997, chapters 3–4). First, the differentiation of languages and the differentiation of species are assumed to be largely treelike. Nevertheless, both biologists and linguists allow for the possibility of reticulation in phylogenetic trees, certainly for closely related species (hybridization) and languages (dialect mixture). Second, both biologists and historical linguists recognize the important diagnostic value of shared innovations (see steps 5–6 above). These fundamental similarities mean that the tree-building algorithms developed for biological phylogenies are built on the same principles as is historical linguistics and therefore should be applicable to reconstructing linguistic family trees, or language phylogenies.

A major difference between the two domains, however, is that in language, sound change leads the divergence of the phonological forms of words even though they are cognate. Cognate forms are not identical. In genetic comparison, “cognate” sequences of nucleotides are identical. One consequence of this difference is that almost all applications of phylogeny reconstruction algorithms from biology to historical linguistics have used as the input data (character traits) to the phylogeny reconstruction algorithm only lists of established cognates in accepted language families because cognates can be treated as identical. That is, the family tree (the subgrouping) is reconstructed on the basis of the presence versus absence of cognate forms for particular meanings in particular daughter languages. This approach represents a significant loss of information, but many important issues in historical linguistics can nevertheless be placed in an evolutionary perspective even in this approach.

Some techniques from evolutionary biology are beginning to the applied to the problem of sound correspondence. In particular, techniques from DNA sequencing have been applied to the alignment problem. This is a problem rarely touched on in textbooks on the comparative method: aligning two forms to identify the corresponding sounds. This technique is not straightforward because phonemes may be inserted (epenthesis), deleted, merged, or transposed (metathesis); also, many words contain fossilized affixes that do not correspond with anything in their cognates in the other languages. Computational linguists have addressed the alignment problem for historical comparison, using techniques also found in biology (Covington 1996, 1998; Kessler 1995; Kondrak 2002, 2003; Nerbonne & Heeringa 1997; Oakes 2000). This research is based on minimizing edit distance (Levenshtein distance) between the strings being aligned. Kondrak notes that biologists are beginning to use probabilistic models such as Hidden Markov models and suggests this as a possible new technique to use in historical linguistics (Kondrak 2002, p. 23). Nevertheless, mathematical formalization of the identification of sound correspondences is presently in its infancy.

Mathematical Techniques from Biology

A wide array of techniques from phylogeny reconstruction in biology have been applied to historical linguistics, even given the limitation to cognate judgments that exists only in
established language families. This review can give only a broad qualitative description of some of the methods; the mathematics of the methods is described in various references (see also McMahon & McMahon 2003, 2006 for discussion of the methods from a comparative historical linguistics perspective).

Given a set of data such as cognate judgments among a set of genetically related languages, two common ways are used to construct phylogenies. Distance-based methods use an overall pairwise distance measurement between two languages. Historical linguistics has already used a distance-based method to measure the proportion of shared cognates: the lexicostatistical method. (Lexicostatistics has also been used when similar word forms are not known to be cognate; here we discuss only assumed cognacy.) Distance-based methods have the advantage of being computationally very fast. However, this method suffers from a number of defects (Atkinson & Gray 2005, p. 520; Gray & Atkinson 2003, p. 436). The distance measure loses the information about which word forms are cognate. Languages change at different rates (Bergsland & Vogt 1962, Blust 2000, Gray & Atkinson 2003). Individual word meanings also change at different rates (Greenberg 2005, pp. 108–11; Joos 1964; Kruskal et al. 1973; Pagel 2000; Pagel et al. 2007; Pagel & Meade 2006). Finally, borrowing can distort the distance between languages in ways that reflect contact, not common ancestry. However, all these problems can be overcome to some extent with newer phylogenetic techniques, briefly described in this and the following sections.

The loss of information in distance-based methods can be addressed by using character-based methods. In character-based methods, particular cognate forms are used to compute the tree. Character-based methods are most closely associated with cladistics, which distinguishes shared innovations from shared reten-
tions and uses only the former for constructing the tree (subgrouping). Two approaches have been used for determining the best fit of the tree to the data. In maximum parsimony, the algorithm minimizes the number of character state changes (in the case of cognate lists, minimizes the number of replacements of word forms). An alternative approach is the compatibility criterion, which minimizes the number of characters that must be assumed to have been innovated more than once. Indo-European trees have been constructed using both maximum parsimony (Rexová et al. 2003) and compatibility (Ringe et al. 2002).

Owing to the complexity of the data, any phylogeny reconstruction algorithm will produce large numbers of trees, measured according to the criteria used (e.g., maximum parsimony). In fact, the space of possible trees is often so large that heuristics must be used to identify the trees to be used in analysis. The traditional approach in both distance-based and character-based methods is to base the result on a set of optimal trees. A consensus tree is produced, typically using a majority rules strategy, which posits the nodes in the consensus tree that are found in at least half the input trees. The robustness of the nodes in the tree relative to the data is commonly tested with a bootstrapping technique (e.g., Holden et al. 2005, p. 60). In bootstrapping, the original data set is sampled with replacement (i.e., one is always sampling from the full original data set) until a new data set of the same size is produced. A pseudoreplicate tree is constructed for the new data set, and the process is repeated many times. The pseudoreplicate trees are compared with the original (consensus) tree, and the robustness of each node in the original tree is the percent of the pseudoreplicate trees that contain the node in question.

More recently, Bayesian methods have been applied to phylogeny reconstruction (Atkinson & Gray 2005, p. 521). In a Bayesian approach, one samples not just the most optimal trees produced, but all possible trees in proportion to their likelihood (Holden et al. 2005, pp. 60–62). Again, a consensus tree is produced from the sample. The proportion of trees with a particular node in the sample is equivalent to the Bayesian posterior probability of that node. A common method used to construct
the sample to model the posterior probability distribution of trees is a Markov chain Monte Carlo method (see, for example, Gray & Atkinson 2003, Pagel & Meade 2006). The Bantu languages have been classified using a distance-based method (Bastin et al. 1999), maximum parsimony (Holden 2002, Rexová et al. 2006), and Bayesian methods (Holden et al. 2005, p. 60; Rexová et al. 2006).

Two other facts about phylogeny reconstruction must be noted here. First, trees produced by the algorithms are unrooted: They show groupings but do not indicate which group is the most distant. Rooting is generally established by using an outgroup, a group that is agreed to be most distant from all other members of the data set. Second, the algorithms attempt to construct binary trees. The only way to identify multiple branching is through short binary branches and/or failure to construct statistically robust binary branching in part of the tree.

Differentiating Chance Cognition and Borrowing from Cognates

Step 1 in the comparative method, the identification of a set of languages as forming a language family, poses a basic problem. This selection cannot be done randomly because even with a small number of languages, the number of ways in which they can be classified quickly becomes astronomical (see, e.g., Greenberg 2005, p. 43). Yet most introductions to comparative linguistics assume that the investigator begins with a set of languages that are already related.

Nichols (1996) argues that a single diagnostic trait, or a small set of traits, is sufficient to identify a valid linguistic family, but there are serious statistical problems with this approach (see Kessler 2001, p. 32). It is difficult to find any other technique to identify language families apart from compelling similarities in form and meaning distributed across a set of words among a subset of languages under comparison. This technique is essentially Greenberg’s method of multilateral comparison (see the papers collected in Greenberg 2005). Multilateral comparison has often been misunderstood in the linguistic literature as if Greenberg intended it to replace the comparative method. In fact, he intended it only to be an approach to steps 1 and 2 of the comparative method (Greenberg 2001, p. 127). Step 1 is achieved only jointly with step 2: A set of languages forms a family because of the presence of similar form-meaning pairings that are concluded to be (putative) cognates.

The crucial problem, then, is to differentiate putative cognate forms—those that are phonetically and semantically similar most likely because of common ancestry—from forms in the data that are similar because of contact (borrowing), sound symbolism, or chance. Greenberg’s primary contention is that the source of form-meaning similarities in a matrix of word meanings across languages can be fairly accurately determined from the distribution pattern of the form-meaning similarities in the matrix, as well as from phonological patterns in the form-meaning similarities (Greenberg 1957, p. 69; see also Greenberg 2005, chapter 2). Techniques from biology exploiting these distributional patterns can be applied to the problems of chance cognition and borrowing. (Sound symbolism is a fourth source of similarity, but the likelihood of sound symbolism is generally minimized by discounting or excluding meanings that are likely to be sound symbolic—i.e., by exploiting a characteristic distribution pattern across meanings.) This approach differs from the standard assumption among users of the comparative method, namely that only regular sound correspondences can be used to differentiate cognates from borrowing and chance resemblance; therefore, until the establishment of sound correspondences can be formalized, other approaches remain only tentative. Nevertheless, it appears that a considerable amount of information can be extracted from distributional patterns of form-meaning similarities, at least in the relatively shallow language families to which these biological phylogeny reconstruction techniques have been applied.
The likelihood of similarity being due to chance is one that has attracted much attention in historical linguistics, but little can be concluded from the literature on it. Ringe (1992, 1993) and Greenberg & Ruhlen (1992) have proposed methods to evaluate chance cognation, but they are mathematically flawed (Baxter & Manaster Ramer 1996, Greenberg 1993, Kessler 2001, Manaster Ramer & Hitchcock 1996). A more promising approach for evaluating chance cognation is the permutation method, which is not specifically drawn from evolutionary biology (Baxter 1995; Baxter & Manaster Ramer 2000; Justeson & Stephens 1980; Kessler 2001; Oswalt 1970, 1991). The permutation method compares the proportion of form-meaning similarities in the observed data set to random permutations of the forms across the meanings to derive a probability that the observed form-meaning similarities could occur by chance. However, a result indicating that form-meaning similarities in the observed data set are not due to chance gives information only about the data set as a whole. It does not provide information about the validity of particular nodes in the tree. Bootstrapping or Bayesian posterior probabilities, however, can be used to address the chance cognation problem because both give a probability of the validity of each node (genetic grouping) in the tree. Of course, some form-meaning similarities may still be due to chance. The use of character-based methods will provide hypotheses as to which characters (words) are not contributing to the building of the tree and therefore may be chance similarities.

The problem of differentiating borrowing from common ancestry has been addressed in two general ways. The first is to use techniques that assume the data to be treelike and treat anomalous similarities as derived from borrowing. Minett & Wang (2003) examine a distance-based method that compares branch lengths of the tree and lexical distances, but they found that it does not differentiate borrowing from cognates. However, a character-based method using maximum parsimony did allow inference of a likelihood of borrowing for characters (words) among the Chinese languages. Nevertheless, Wang & Minett (2005) formalize Hinnebusch’s (1999) proposal that skewing in lexicostatistical percentages may indicate borrowing and suggest that this distance-based approach might be useful.

The second is to use techniques that allow reticulation, that is, they allow branches to rejoin, representing contact relations and creating phylogenetic networks instead of trees. Bryant et al. (2005) use these techniques to represent the conflicting signals of languages that have undergone significant contact. These techniques allow one to ask how treelike the data are, rather than assuming the data are treelike. Bryant et al. show that Indo-European is quite treelike, at least in its basic vocabulary; the same result is reached by Warnow et al. (2006; see also Holden & Gray 2006, discussed below). Ben Hamed (2005) and Ben Hamed & Wang (2006) show that network techniques applied to the complex relationships among dialect differentiation, dialect continua, dialect contact, and diglossia in Chinese tend to correlate with known geographical, linguistic, and population history.

One problem with network techniques is that most historical linguists believe that there are few if any instances of true reticulation: One can identify the parent versus the source of contact, and even for so-called mixed languages, the contribution of the two is asymmetric in systematic ways (Croft 2003). Borrowing can be differentiated from common ancestry by the distribution of borrowings and their forms: For instance, some semantic categories are less likely to be borrowed, and borrowing often links the borrowing language to a single source language (e.g., Greenberg 1957, p. 71; 2005, p. 38). McMahon et al. (2005) use different weightings of more versus less stable vocabulary to evaluate the form-meaning resemblances between Quechuan and Aymaran.

Another important route to distinguishing cognates from borrowing is to model the process of word birth, cognate formation, homoplasy (independent convergence, e.g., by chance), borrowing, and word death and
compare the results of this model to that of actual language families. Two examples of models including all these processes are Warnow et al. (2006) and Nicholls & Gray (2006; see McMahon & McMahon 2003 for an earlier model that does not allow for homoplasy). Both of these models were used to refine a phylogeny of Indo-European (see below). Bryant (2006) constructs a model comparing radiation (and subsequent isolation) versus “network breaking” (dialect continua followed by gradual divergence) and compares it with linguistic data on Polynesia.

**Language Phylogeny and Human Prehistory**

The use of techniques from evolutionary biology in historical linguistics is quite new, and current results must be taken as tentative. The review concludes by mentioning some of the more interesting results that have emerged from these techniques. The most intensive work has been done on Indo-European, the most intensively studied language family, and Bantu and Austronesian, the largest present-day language families, which are nevertheless quite shallow.

Ringe et al. (2002) use not only lexical cognates but also morphological and phonological traits from 24 Indo-European languages (the most ancient members of their branches) and a character-based compatibility algorithm to derive a phylogeny for Indo-European. Their best tree is rooted with Anatolian as the outgroup, on the (not universally accepted) assumption that Anatolian is the most distant branch. Their phylogeny provides evidence on the following controversial issues in Indo-European phylogeny: that Tocharian is the most distant branch after Anatolian, and that Balto-Slavic, Italo-Celtic, and Greco-Armenian are valid subgroups. The position of Albanian is unclear, and Germanic is problematic; Ringe et al. argue that an eastern Indo-European group later came into contact with western Indo-European. Nakhleh et al. (2005) use a model that includes the possibility of borrowing (see Warnow et al. 2006) and argue that Germanic was likely in contact with Italic, Balto-Slavic, and possibly Greco-Armenian. Rexová et al. (2003) use maximum parsimony on the 200-word lists for 84 Indo-European languages from Dyen et al. (1992). They conclude that Germanic forms a clade (valid subgroup) with Italic, possibly Celtic, and very possibly Albanian and that there is an eastern satem group consisting of Balto-Slavic and Indo-Iranian. Gray & Atkinson (2003) used Bayesian methods allowing for unequal rates of change (inter alia) to construct a phylogeny and attribute a date and location for proto-Indo-European, specifically Anatolia around 9000 years ago (see also Atkinson & Gray 2006). Their tree treats Tocharian as the most distant branch after Anatolian and provides strong evidence for Balto-Slavic and weaker evidence for Germanic-Italic-Celtic. Atkinson et al. (2005) replicate their result using the data set from Ringe et al. (2002) (see above) and a stochastic-Dollo model of vocabulary evolution, which include the possibility of borrowing (see Nicholls & Gray 2006). Pagel & Meade (2005) use a Bayesian method on a smaller sample of Indo-European languages and use the tree to argue that the ancestral culture likely had monogamy and a dowry system, and shifts away from this system were first to polygyny and then to the absence of a dowry or presence of a bride-price.

Holden et al. (2005) compare a Bayesian phylogeny reconstruction of Bantu with Holden’s (2002) maximum parsimony analysis. Both analyses agree that the northwest Bantu groups are most divergent, with the Bayesian analysis suggesting they are paraphyletic (i.e., they do not together form a valid taxon). The east, southeast, and southwest languages form a single clade, within which there is a clear East Bantu group. Holden et al. argue that the migration of the Bantu peoples follows the spread of farming into southern Africa. Rexová et al. (2006) perform maximum parsimony and Bayesian analyses of the same lexical data in combination with phonological and grammatical characters. They also find a single clade for the east, southeast, and southwest groups and
conclude that there was a single migration from the equatorial rainforests to the areas south and east. Holden & Gray (2006) use network models to ascertain why the Bantu group is not treelike in certain respects. They conclude that West Bantu languages radiated rapidly but without much contact, whereas East Bantu and east Central Bantu languages appear to have had much contact leading to borrowing. Holden & Mace (2003, 2005) use the maximum parsimony tree to argue that matrilineal descent was lost as cattle were adopted in prehistoric southern Africa.

Gray & Jordan (2000) use a parsimony analysis on 77 Austronesian languages with 5185 lexical items from Blust's unpublished Austronesian Comparative Dictionary to argue that the structure of the language family is strongly treelike, with greatest diversity in Taiwan, and that this analysis supports the express train hypothesis of relatively rapid colonization of Oceania by the ancestral Austronesians. However, Greenhill & Gray (2005) show that applying bootstrapping to the original study demonstrates it is not that robust. They use Bayesian methods to construct a tree that fits more closely with the traditional historical linguistic analysis, which still places the origin in Taiwan but does not necessarily entail a rapid expansion across Oceania. A network analysis indicates that the major groups in Austronesian are treelike but that the deeper branchings are less treelike because of the lack of signal in the data set.

Dunn et al. (2005) use a maximum parsimony analysis of typological traits, rather than lexical traits, to construct phylogenies of Oceanic and Papuan languages of Island Melanesia. They compare their analysis to the phylogeny of the Oceanic languages in that area and find a high degree of corroboration. The Papuan languages in the area do not display much lexical resemblance, but Dunn et al. argue that the use of typological traits reveals a phylogeny that is apparently lost owing to lexical replacement. Typological traits are avoided in comparative linguistics because they have few possible values (and are thus highly prone to chance resemblance), they diffuse through contact relatively easily, their values are often not independent (e.g., they are linked by implicational universals), and their values are often externally (functionally) motivated (another source of convergence). Some of these issues are raised in a critique by Donohue & Wichmann (2007); see also the response by Dunn et al. (2007). Although the result from Dunn et al. (2005) is surprising to a historical linguist, it may be that a cluster of typological traits will provide more precision in classification than will individual traits; also some typological traits are quite stable and therefore may be useful indicators of phylogeny. However, Gray (2005) notes some weaknesses in the analysis from Dunn et al., and the use of typological traits in phylogeny reconstruction remains to be investigated further.

As with the employment of qualitative concepts from evolutionary biology in theories of language change, the application of quantitative methods from evolutionary biology to phylogeny reconstruction in comparative linguistics is in its infancy. The application to accepted language families using established cognates provides a new perspective on outstanding problems in those families and allows for a link to human prehistory. However, further progress in adapting methods to linguistic phenomena is required before they can be used confidently to investigate controversial or as yet undiscovered language families.
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